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 Devi Parikh: How we write rebuttals
- Rana Hanocka: Writing a rebuttal for SIGGRAPH

« Fredo Durand: Rebuttal advice

« Aaron Hertzmann: Technical Paper Rebuttals Arent Just For "Factual Errors”
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CVPR 2024 Submission #12552. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

Rebuttal - NeRF On-the-go: Exploiting Uncertainty for Distractor-free NeRFs in the Wild

We thank all reviewers ([R1, cdX4], [R2, njxJ], and [R3,
ARpQ)]) for their insightful feedback. The reviewers agree
on the efficacy of our method, noting its quite good results
(R1, R2, R3), its simple yet effective nature, and its ease
of integration with current methods (R1, R3). Addition-
ally, the interesting and inspirational analysis (R2, R3),
along with R3’s acknowledgment of our interesting story
and task, further highlights the impact of our work. We will
incorporate all feedback (additional comments and missing
references) and address the main concerns in the following.

Paper contributions (R1, R2).We emphasize that our work
pioneers a highly simple, yet versatile and robust module,
designed for easy integration into any NeRF pipeline, as
recognized by R1 & R3. We significantly enhance NeRF’s
applicability to casually captured data in various scenarios.
As highlighted in Michael Black’s article on novelty in sci-
ence, we consider our method’s simplicity and effective-
ness itself as a key contribution. Within this, we have three
key innovations: 1) Use DINO features for accurate uncer-
tainty prediction; 2) Replace L2 with SSIM-based loss for
enhanced uncertainty learning; 3) Dilated patch sampling
for fast and effective distractor removal. Furthermore, R3’s
acknowledgment of our On-the-go dataset, highlighting its
potential to accelerate new avenues for NeRF further un-
derscores the innovative nature of our work.

Differences to NeRF-W (R1). We claim that our method

NeRF-W S3IM sampling Ha-NeRF Ours
= v - -

Figure 1. Additional comparisons with HA-NeRF and S3IM sampling strategy
on the Patio-High scene. LPIPS metrics are included.

Additional baseline (R1). Thanks the reviewer for the sug-
gestion. We additionally compare with Ha-NeRF in Fig. 1.
More baseline comparisons will be provided in the paper.
Failure cases (R1, R3). Similar to baselines, we struggle
in regions with strong view-dependent effects, see Fig. 2.
Moreover, inherited from the limitation of our base model
Mip-NeRF360, we also require sufficient training views.
‘We will include discussions with more failure cases.

Mip-NeRF360+SAM RobusiNeRF Ours

7o ¢
Figure 2. Failure cases.

S3IM discussion (R2). We respectfully clarify that our di-
lated SSIM strategy is distinct from S3IM. Firstly, S3IM is
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| Response to Reviewer nyEb &
NeurIPS 2021 Conference Paper2229 Authors Songyou Peng (privately revealed to you)
09 Aug 2021, 06:52 (modified: 10 Aug 2021, 03:45)  NeurIPS 2021 Conference Paper2229 Official Comment  Readers: @@ Everyone  Show
Revisions
Comment:
We thank the reviewer for the constructive feedback. We appreciate that the reviewer finds our paper promising, novel, and well-written. We address
additional comments below.

None of PSGN, 3D-R2N2 and AtlasNet models were designed for surface reconstruction from input unoriented points, so they were not
optimized for this task

We propose SAP as a novel shape representation. Therefore, we find it important to compare SAP against different established shape representations
with PSGN representing point clouds, 3D-R2N2 voxels and AtlasNet meshes. As all of these methods are encoder-decoder approaches, this comparison
provides a fair analysis of the quality of each output representation. We further remark that other related works (e.g., Occupancy Networks) use a
similar evaluation protocol.

Compare to Points2Surf, ECCV'20

We thank the reviewer for the suggestion. For this rebuttal, we evaluated Points2Surf on the ShapeNet test set with 3K input points (noise level=0.005)
and obtained the following results which we will include in the paper:

Chamfer-L1 F-Score Normal C.
Points2Surf 0.068 0.808 0.857

Ours 0.034 0975 0.944

Note that Points2Surf requires roughly 75 seconds for inference of a single shape at a resolution of 128°, while our method requires only 0.07 seconds.

Remark: As training of Points2Surf requires over one week on 4 RTX 2080Ti and since the authors mention that “Points2Surf is patch-based and
therefore independent from classes”, we use the model provided by the authors for this experiment. For the final version of the paper we will also add
the results of a model retrained on our data.

Concern is mainly equation 7 from the supplementary. Equations 5 and 6 partly justify it but do not account for the appearance of §. It is said
that it is introduced to mitigate Gibbs phenomenon, but it is not obvious why the addition of  to the solution of Poisson equation in
frequency domain do not corrupt this solution (there will not be an identity if one put ¥ in FFT of Poisson equation)

1. Why we need a Gaussian: The Gaussian serves as a regularizer to the smoothness of the solved implicit function. Not using a Gaussian is equivalent
to using a Gaussian kernel with sigma = 0. Please refer to Fig. 3 in the supplementary which motivates the use of our sigma parameter. We will
rephrase Eqn. 5, 6, 7 in the supplementary to further discuss and motivate the inclusion of the Gaussian term.

2. Why using a Gaussian in the spectral domain: First, the FFT of a Gaussian remains a Gaussian. Second, convolution of a Gaussian in the physical
domain is equivalent to a dot product with a Gaussian in the spectral domain and a dot product in the spectral domain is more efficient than

2

convolution in the physical domain: O(NlogN) vs O(N?2), where n is the resolution of a regular grid and N = n®. We will clarify this in the paper.
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Reviewer's Comment Author 1 Comments Author 2 Comments Author 3 Comments
Strengths |
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NICE-SLAM: Neural Implicit Scalable Encoding for SLAM
CVPR 2022
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R3

The paper proposed an elegant learning-based framework for RGB-D
dense SLAM system. It shows potentials in dealing with challenges,
such as real-time performance, scalable mapping, predictive power, and
robustness, we face in developing SLAM systems working in real
situations.

The basic representations using hierarchical, grid-based neural implicit
encoding provide a practical approach to get trade-off between global
consistency and local processing, a problem we should solve for general
dynamic vision systems.

—MEIIF : NICE-SLAM

Weaknesses

R1

The main weakness in the reviewer's opinion is that using a hierarchical
voxel grid encoding latent codes with fixed MLP as decoder, may be
seen as an expected extension to IMAP, given prior work such as Local
Deep SDF, PlenOctrees and many others, including the ones the authors
mention themselves. Although the reviewer values that the authors have
accomplished a real-time system of this nature.

Additionally, some design choices could be better justified. Why only 3
scales in the map? And why the middle occupancy layer is not a residual
of the coarse one?

Other weaknesses include the lack of comparison with classical
reconstruction methods, such a Kinect Fusion both gualitatively and
quantitatively (in terms of reconstruction, not position, accuracy).

The authors stress many times the relevance neural methods have in
predicting unobserved regions, however few qualitative experiments are
presented showing whether this is actually true.

| believe some quantitative experiment could be devised to study this, for
example in the context of depth completion one could render artificial
views and compare the accuracy of the completed maps against the
rendering of a classical method such as Kinect Fusion where incomplete
depthmap maps are fllled usmg a classical method such as the bilateral



Reviewer comment

1. There existing several related papers
discussion of the using human attention map in
image captioning and visual question answering.
For example, (1) Liu et al. Attention correctness
in neural image captioning. (2) Qiao et al.
Exploring human-like attention supervision in
visual question answering. Please illustrate the
differences with these papers.

2. It seems that the ground-truth attention map
is used for the VQA task. For the captioning task,
although no ground-truth attention map is used,
the segmentation maps are used. As such
compare with other methods, strong information
about the image are incorporated, which should
results in performance improvements.

The method to set the ground truth importance
scores seems hacky especially for image
captioning. As I can imagine there shall be
multiple objects in the same category and the
HINT supervision will highlight all of them during
generating the word. For example, assuming
there are 3 people in a park and only 1 person is
throwing a frisbee. The ground truth caption is 'A
man is throwing a frisbee.' It is not appropriate
to highlight all of the 3 people.

The author clearly states the importance of
aligning the important region, however, the
reason why aligning the gradient-based
explanation can be better is not clear and
detailed analyzed.

" 2. pEsMNgEasEnES
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Author 1

The papers mentioned provide attention supervision over the
attention layer. Our central argument for this and the next point will
be that Grad-CAM is more faithful than attention. In order to show
this | am planning on doing occlusion studies in the proposal space
and compare that with the attention weights and the Grad-CAM
proposal importance weights.

Also with attention supervision only the layers before the attention
layer can be updated, but with HINT all layer weights can be
updated.

Include lines from the paper. Att supervision doesn't work.

Human attention or segmentation maps are used only during training

and not during testing. While we agree that this is extra information
used during training, we show why other approach fail to utilize this

information to achieve improvements in performance during test time.

Only a fraction of images in VQA have Human attention.

Also if it is possible to such a good boost with just human attention,
people would start collecting. Also HATs are important to know if
models are making the right decision for the right reasons.

| completely agree. This problem does exist due to the way we use
annotations for captioning. Mention that this is a first step and such
cases although infrequent would make the model look at more than
correct regions. In future work we plan on addressing such
scenarios, basically modifying the loss that makes the model get

heavily penalized if it places mass on incorrect regions, and penalize

it not so much if it misses some regions which exists in the
segmentation. This would make us use the same amount of
supervision but address such scenarios pointed by R3

The above experiment showing that simple attention is not entirely

faithful to the model, and gradient based explanation is more faithful,

will help answer this comment. Also | think its important to state that
using Attn. Supervision, later layer parameters cannot be updated,

but with HINT they can be, as Network Importance is a function of all

the weights of the network.

Author N

We should first very clearly say what you say in the first sentece
of your response. And expand on that a bit if needed to make the
point clearly. Does the paper differentiate our work from these
work R2 cites or other such works? If so, we should clearly say in
the response "As discussed in LXYZ-ABC..."

You can then make the point about which layers can be updated.
We can then additionally make the "central argument” point. But
the direct response should be clear / not confused with the
description of a new experiment and such.

"we show why other approach fail to utilize this information to
achieve improvements in performance during test time."

You'll have to point to a specific experiment in the paper / lines in
the paper / table in the paper and reproduce the curcial numbers
here to support this claim.

Then you can say this is only at training time, not at test time. (I
think the reviewer already knows this. So starting with this
response is not a strong start.)

We can also say that this allowed us to use existing annotations
that were collected for a different task, which is nice.

If you think that experiment helps here more than in the earlier
comment, maybe mention it here and not there so the earlier
response is cleaner? Not sure.. your call. Or maybe it is better to
club this and the earlier comment (and the next one) into one
response (while being clear in the rebuttal that it is in response to
all three).
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The method to set the ground truth importance

. . | completely agree. This problem does exist due to the way we use
scores seems hacky especially for image

- . : annotations for captioning. Mention that this is a first step and such
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- . heavily penalized if it places mass on incorrect regions, and penalize
there are 3 people in a park and only 1 person is . AT . . 2
. . . ., it not so much if it misses some regions which exists in the
throwing a frisbee. The ground truth caption is ‘A segmentation. This would make us use the same amount of
JEL 5 1 OETE) & Ul Se 220 W6 [ cl i i = sugervision bl:lt address such scenarios pointed by R3
to highlight all of the 3 people. P P y
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We can also say that this allowed us to use existing annotations
that were collected for a different task, which is nice.

Thank you for your insightful feedback regarding our method for setting ground truth importance scores in image captioning. We agree that our
current approach may not perfectly handle situations where multiple instances of the same object category are present......This limitation arises
from...... We view our work as a first step toward integrating visual grounding into image captioning

Specifically, we aim to design a loss that heavily penalizes the model when it assigns importance to incorrect regions......This approach would allow us
to maintain the same level of supervision while improving the model's ability to focus on the most relevant regions......

Additionally, leveraging existing annotations collected for different tasks has the advantage of reducing the need for additional annotation efforts. This
not only makes our approach more efficient but also demonstrates the versatility of these datasets in contributing to multiple areas of research
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We thank all reviewers for their insightful comments. R1
says the paper has “a novel and interesting idea” and “very
impressive results”. R2 says “the contribution is interest-
ing” and “has practical benefits”. R3 “really likes the
idea” and and suggests it provides “guidelines for future
work”. We will incorporate all feedback and suggested ref-
erences. The following addresses other comments.
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We thank reviewers for their insightful and positive feed-
back! We are encouraged that they find EmbodiedQA to
be a novel task (R1,2,3), an important research problem
(R1,2), appropriately positioned w.r.t. prior work (R1, 3),
the dataset thoughtfully created to avoid biases (R3) and of
value to the community (R1, 2, 3), and the proposed meth-
ods reasonable (R3) and elegant (R2). One primary concern
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Rebuttal - NeRF On-the-go: Exploiting Uncertainty for Distractor-free NeRFs in the Wild

We thank all reviewers ([R1, cdX4], [R2, njxJ], and [R3,
ARpQ)]) for their insightful feedback. The reviewers agree
on the efficacy of our method, noting its quite good results
(R1, R2, R3), its simple yet effective nature, and its ease
of integration with current methods (R1, R3). Addition-
ally, the interesting and inspirational analysis (R2, R3),
along with R3’s acknowledgment of our interesting story
and task, further highlights the impact of our work. We will
incorporate all feedback (additional comments and missing
references) and address the main concerns in the following.

Paper contributions (R1, R2).We emphasize that our work
pioneers a highly simple, yet versatile and robust module,
designed for easy integration into any NeRF pipeline, as
recognized by R1 & R3. We significantly enhance NeRF’s
applicability to casually captured data in various scenarios.
As highlighted in Michael Black’s article on novelty in sci-
ence, we consider our method’s simplicity and effective-
ness itself as a key contribution. Within this, we have three
key innovations: 1) Use DINO features for accurate uncer-
tainty prediction; 2) Replace L2 with SSIM-based loss for
enhanced uncertainty learning; 3) Dilated patch sampling
for fast and effective distractor removal. Furthermore, R3’s
acknowledgment of our On-the-go dataset, highlighting its
potential to accelerate new avenues for NeRF further un-
derscores the innovative nature of our work.

Differences to NeRF-W (R1). We claim that our method

NeRF-W S3IM sampling Ha-NeRF Ours
= 5 == . I

Figure 1. Additional comparisons with HA-NeRF and S3IM sampling strategy
on the Patio-High scene. LPIPS metrics are included.

Additional baseline (R1). Thanks the reviewer for the sug-
gestion. We additionally compare with Ha-NeRF in Fig. 1.
More baseline comparisons will be provided in the paper.
Failure cases (R1, R3). Similar to baselines, we struggle
in regions with strong view-dependent effects, see Fig. 2.
Moreover, inherited from the limitation of our base model
Mip-NeRF360, we also require sufficient training views.
We will include discussions with more failure cases.

Mip-NeRF360+SAM RobusiNeRF Ours

Figure 2. Failure cases.

S3IM discussion (R2). We respectfully clarify that our di-
lated SSIM strategy is distinct from S3IM. Firstly, S3IM is
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Q1: Given two views (which is the only input setting shown in the paper), the method still predicts per-pixel per-view 3DGS fields in a common coordinate (similar to Splatt3r).
This is similar to Dust3r pointcloud variants where the pointclouds are predicted in a common coordinate space. I fail to see how this part is different from Dust3r-style
prediction. Can you explain how this approach differs from those in the 2-view setting, if at all?

The key difference lies in the scene representation itself. In our method, we predict 3DGS fields in a canonical coordinate space, whereas DUSt3R/MASt3R predicts a global point map. This
distinction fundamentally impacts the focus and applications of these methods:

+ DUSt3R/MASt3R is designed to output point maps for downstream tasks such as point matching and pose estimation.
+ In contrast, our work investigates how canonical Gaussian prediction can advance novel view synthesis from unposed images, making it a distinct focus and contribution in this domain,

Q9: Table 4: why might be the Splatt3r numbers lower than those reported in the original paper?

Similar to Q8, the discrepancy in Splatt3R's numbers arises from differences in the evaluation protocols. Specifically, we have chosen more varied overlap ratios, thus making the evaluation
more challenging. As a result, the numbers reported for Splatt3R in Tab. 4 differ from those in their original paper.

Additionally Requested Experiments

1. On object-level, train the proposed model using the same data with the previously mentioned pose-free works and compare their performance. This also verifies whether
MAST3R weight initialization generalizes to object-level data.

Thank you for your suggestion. We agree that such an experiment can further verify the generalizability of our method to object-level reconstruction tasks.

The reviewer mentioned two pose-free object-level reconstruction warks: PF-LRM and LEAP. Unfortunately, PF-LRM has not open-sourced its code or dataset, making a direct comparison
infeasible. Therefore, we conducted a comparison with LEAP, the state-of-the-art open-source pose-free method for object-level reconstruction.

To ensure a fair comparison, we trained and evaluated both methods on the widely adopted Objaverse dataset, maintaining identical training iterations and input image resolutions. The
results, shown in the table below, demonstrate that our approach significantly outperforms LEAP, with the PSNR improving from 20.559 to 28.378. This highlights the robust generalization
capabilities of our method for object-level reconstruction. The qualitative comparison is presented in Fig. 9 of our revised manuscript.

PSNR SSIM LPIPS
LEAP 20.559 0.853 0.144

Ours 28378 0.935 0.053
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Q: "Are these averaged across multiple runs?”
A: Yes, we averaged across 5 random seeds...

Q: "Are the segmentation masks used during training?”
A: No, they are only used to evaluate our results...

Q: "Why did you not compare to GMAP?”
A: GMAP is prohibitively expensive in our setting. Our environments have a significantly

larger state-space....

it would take 128 GPUS for 3 months to evaluate GMAP.
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Recap: What is our goal? Enable researchers to use sim-
ulation for evaluation with confidence that their results will
generalize to real robots.

Recap: Why this goal? Evaluation on real robots 1s slow,
dangerous, costly, and difficult to reproduce (L109-111).

Recap: What is not the goal? To improve the state-of-
art on embodied navigation or to develop a new simZreal
transfer method (LL393-413). Those are important problems;
but not the goal of this paper.
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Q9: Table 4: why might be the Splatt3r numbers lower than those reported in the original paper?
Similar to Q8, the discrepancy in Splatt3R's numbers arises from differences in the evaluation protocols. Specifically, we have chosen more varied overlap ratios, thus making the evaluation
more challenging. As a result, the numbers reported for Splatt3R in Tab. 4 differ from those in their original paper.

Q10: Mentioning the training time and compute requirements would be useful additions to the paper.

For the 256x256 version of the model, training was conducted on 8 NVIDIA GH200 GPUs (each with ~80 GB memory) for approximately 6 hours. We also experimented with training our
model on a single A6000 GPU (48 GB memory). While this setup required more time (approximately 90 hours), it achieved comparable performance (PSNR on RE10K: 25.018 with A6000 vs.
25.033 with GH200). For the 572x572 version, training was performed on 16 NVIDIA GH200 GPUs and required approximately one day.
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Weaknesses:
Unclear descriptions of target feature processing in Sec 4.1

= ﬁ 1. How do you know if a 3D point belongs to the object, or the
v ﬁ — 2. For the background features, you will get only a single feat
3. Also, isn't it making more sense to take per-pixel CLIP featu

Unclear descriptions of neural scene encoding in Sec 4.2

1. Related to the questions above. In this section you mention

&15“ y hierarchy. However, how exactly do you learn these two set
[ ]
2. To learn MHE or NeRF in general, you need to actually shoo

rendering. How do you make sure your features on the 3D ¢
Unclear Topometric Mapping in Sec 4.3
o o
Official Comment by Authors v 1. Line 309, what is C}, S;? What are the differences to Cp, S
Official Comment by Authors ® Everyone

Comment:
Thank you for showing interest in our novel idea and carefully reading to make this paper better. Sorry for the Ambiguity, we carefully apply proof-reading and formulation clarification on
the methodology and the revised sections is highlighted red in rebuttal pdf.

I For ambiguity problems, Ihe pixel-wise encodinqstrategy is clarified in Section 4.1; neural encoding including MHE and separate heads are declared in Section 4.2ITopo-mapping pipeline
*___ g matcning metnod 15 explained in detail in Section 4.3; formulation in the flgure 2, 3 Nas peen clariied, space Is added before all 0-
===
NAS or other questions:

Bounding-box in text query localization: Actually, it's not the general bounding-box from object detection, we filter the points with similarity over threshold (0.6 in our practice), and simply
draw a bounding box to cover these points for visualization. ‘Samples’ is the number of text queries, which is clarified in revised pdf. Ground truth comes from the object instance labels from
Matterport3D. For table 3, we've mentioned in Section 5.2 that more than 40 images are sampled from each scene, ground truth comes from back-projecting image pixels into 3D according
to ground truth pose and depth.

L4

-~y

Image query localization: Table 3 shows weighted average distance among all samples in a scene, using similarity as weight. Given that few points in orange may appear in other rooms as
noise, the max distance of a single point from these points (similarity would be 0.3~0.6) would be less than 6~8 m, which counts relative little.
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Q8: Both MVSplat and pixelSplat report higher PSNR numbers for RealEstate10k and ACID datasets. Since the same train-test split was used, why is there a huge discrepancy in

the 'Average' column of the metrics?

1. While we use the same train-test split as MVSplat and pixelSplat, the discrepancy in the 'Average' column arises from differences in the image pairs used for evaluation. Specifically, the
image pairs in their evaluation have large overlaps, which simplifies the task and makes it difficult to distinguish the true capabilities of each method in novel view synthesis NVS.

2. To better assess each method’s ability to handle varying degrees of camera overlap, we g ion.i ' ' by their overlap ratios: small (5%-30%), medium
(30%-55%), and large (55%-80%). This categorization ensures a more rigorous evaluation,jas described in L.319-L.321 of the paper.

3. The "Average" column in our results corresponds to the average performance across these three overlap settings. This explains why the performance appears lower compared to

evaluations focused on large-overlap_pairs
4. To address any potential concerns,he have also reported results using the original evaluation set from pixelSplat and MVSplat in Tab. S.Fven under their evaluation settings, our

method outperforms both pixelSplat an Splat, which require poses as input.
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We thank all reviewers for their insightful comments. R1
says the paper has “a novel and interesting idea” and “very
impressive results”. R2 says “the contribution is interest-
ing” and “has practical benefits”. R3 “really likes the
idea” and and suggests it provides “guidelines for future
work”. We will incorporate all feedback and suggested ref-
erences. The following addresses other comments.

Design choices: a) why 3 scales b) why middle layer is
not a residual to the coarse (R1, R3): For a), we show
in Fig. 9 that using hierarchical grids leads to better con-
vergence compared to a single level, and we find that the
current design guarantees a good balance between the qual-

More comparisons (R1, R2): In Fig. 10, we compare to
KinectFusion, i.e., TSDF-Fusion, using our camera poses
for fair comparison. Tab. 6 shows that NICE-SLAM pro-
duces high-quality geometry with a low memory foot-

—

Paper contributions (R1, R2).We emphasize that our work
pioneers a highly simple, yet versatile and robust module,
designed for easy integration into any NeRF pipeline, as
recognized by R1 & R3. We significantly enhance NeRF’s
applicability to casually captured data in various scenarios.
Within this, we have three key innovations: 1) Use DINO
features for accurate uncertainty prediction; 2) Replace L2
with SSIM-based loss for enhanced uncertainty learning; 3)
Dilated patch sampling for fast and effective distractor re-
moval. Furthermore, R3’s acknowledgment of our On-the-
go dataset, highlighting its potential to accelerate new av-
enues for NeRF further underscores the innovative nature of
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More comparisons (R1, R2): In Fig. 10, we compare to
KinectFusion, i.e., TSDF-Fusion, using our camera poses
for fair comparison. Tab. 6 shows that NICE-SLAM pro-
duces high-quality geometry with a low memory foot-
print. DI-Fusion has poor camera tracking in 3 scenes, and
even after removing them (Acc.=2.30, Comp.=6.24, Comp.
Ratio=77.53), ours still outperforms overall.
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3. As there are not a lot directly comparable works on scene-level, I require the authors to include additional five experiment results.

XERYE| A EE

B FTSELS )
BinbRS]

¢ On object-level, train the proposed model using the same data with the previously mentioned pose-free works and compare their performance. This also verifies whether MAST3R weight

initialization generalize to object-level data.

e On scene-level, train with only RealEstate10K+ACID for comparing with MVSplat.

e On scene-level, train a variant of the proposed model, which is also conditioned on the camera poses of inputs (using the plucker ray representation rather than 6D pose representation). If the
performance gap is small enough, the model has a strong capability of correlating the two images with the missing poses.

¢ On scene-level, ablate the weight initialization by training with no weight initialization (from MAST3R/DUST3R/Croco) using the current training set (ACID+RealEstate10K+DL3DV). This experiment
ablates whether the pose-free inference capability comes from initialization or your model learning process. Please include results for both pose-free and pose-conditioned variants of your model.

FeAiIRIOIE

1. On object-level, train the proposed model usi
MAST3R weight initialization generalizes to obj

Thank you for your suggestion. We agree that such ¢

The reviewer mentioned two pose-free object-level re
infeasible. Therefore, we conducted a comparison wi

To ensure a fair comparison, we trained and evaluate
results, shown in the table below, demonstrate that «
capabilities of our method for object-level reconstruc

PSNR SSIM LPIPS
LEAP 20.559 0.853 0.144

Ours 28.378 0.935 0.053

3. On scene-level, train a variant of the proposed mod
(using the plucker ray representation rather than 6D |
the model has a strong capability of correlating the t\

Thank you for your suggestion. Following your recommend
ray representation and concatenating it with the RGB imag:
pose conditioning slightly improves performance comparec
indicates our method's robust capability in correlating imac

Init Weight pose condition PSNR SSIM LPIPS

MASt3R Yes 25.080 0.844 0.158
No 25.033 0.838 0.160
Random Yes 23.708 0.788 0.173
No 23.487 0.779 0.189

4. On scene-level, ablate the weight in
MAST3R/DUST3R/Croco) using the cun
the pose-free inference capability comr
both pose-free and pose-conditioned \

Thank you for the insightful suggestion.

Init Weights PSNR SSIM LPIPS
MASt3R 25.033 0.838 0.160
CroCo-v2 24.559 0.818 0.171
DINOvZ 24,094 0.812 0.176

Random 23.487 0.779 0.189

EANEBAM 3 (reject)
2% 8 (accept)
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@R1, dialog-level evaluation: Thanks for the suggestion!
Using Recall@5 to define round-level ‘success’, our best dis-
criminative model MN-QIH-D gets 7.01 rounds out of 10
correct, while generative MN-QIH-G gets 5.37. Further,
the mean first-failure-round (under R@Q5) for MN-QIH-D is
3.23, and 2.39 for MN-QIH-G. Fig. Ic and Fig. 1d show plots
for all values of k£ in RQL. We will add this analysis.
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Use F-Score

Synthetic Room SPSR SPSR (trimmed) Ours-2D (128% x 3) Ours-3D (32%) Ours-3D (64°%)

F-Score 0.810 0.892 0.948 0.941 0.964

ScanNet SPSR SPSR (trimmed) Ours-3D (64%)

F-Score 0.731 0.847 0.886

Matterport3D run on each room individually

Thanks for this comment which inspired us to also implement a fully convolutional versionfjof our model that scales to any size by

running on overlapping crops of the point cloud in a sliding window fashion. The overlap is determined by the size of the receptive
field to ensure correctness of the results. We will update the paper and release code for both variants.

Convolutional Occupancy Networks
(T EfRAZEMborderline 2% weak accept)

Itis a great suggestion, thanks! Ionsistent with the other metrics, our method outperforms SPSR (which requires normals as input) also in terms of F-
core. We will add this evaluation to the paper:

Q2: The main advantage seems to come from finetuning the Mast3r backbone
improve overall model performance. But this orthogonal to the motivation of t

Thank you for your insightful comment.

1JWe agree with the reviewerfthat using photometric loss alone to fine-tune a ViT
methods like MASE3R and DUSt3R. This extension offers several notable benefits:
> High-quality novel view synthesis
> More accurate pose estimation
> Broader dataset applicability (we can train purely on posed RGB image sequel
2JAt the same time, we would like to note thatlour motivation in the paper is still val

limitations of previous approaches, such as the dependency on ground-truth pose
resolve these constraints.

@R1, models with attention over image: We trained a vari-
ant of our best-performing MN-QIH with attention over im-
age, and got MRR 0.531, R@10 80.97 for discriminative and
MRR 0.443, RQ10 59.91 for generative, which outperforms
our earlier approaches (by ~1.4% R@10)! We thank R1 for
this and will definitely include these results!
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—/™M3ll= : DynIBaR: Neural Dynamic Image-Based Rendering (CVPR’'23 Best Paper Honorable Mention)

L

L
L

— P ARIAINEREEMvideo stabilization , {Bi&ALL: The paper does not mention video stabilisation
techniques, as if this field would not exist... No comparisons to video stabilisation techniques...

[B] % RBE:

1. sBANEBIREMEFIAER , A~Rvideo stabilization

2. XHESCUEFRAIG AT LMBIRZHHIN A |, Ebani=HIadiEf0fie , dolly zoom, video bokeh , &<
3. 1X%tvideo stabilizationBY5;xERHMAZ

4. (HEMEOLL , BB T Fvideo stabliization/53EBILLES | EUAEI A EIFRSZ

Reject 1253%F) Weak Accept, REZE Y =(EIENFEIES
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@R1 - “8 percentage points improvement with HINT does
not count too much”: We respectfully disagree (and to be
honest, suspect that most other researchers would disagree).
Visual question answering under changing priors (VQA-CP)
is challenging and prior published work on the task has
pushed performance from 39.74% to 41.17% (Adv-Reg [23]).
In contrast, we increase performance by 8%, significantly im-
proving over existing work which both R2 and R4 recognize
as significant. If R1 had provided any explanation for the
opinion that 8% is insignificant we could have perhaps
addressed those concerns.
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@R1 - “It is almost common sense that as the % of the
dataset with HINT supervision gets higher, the performance
will definitely get higher”: We disagree. It is not obvi-
ous that access to additional, even if relevant, information
during training will necessarily improve performance when
generalizing to test instances without this information —
how the additional information is used is paramount. In
fact, our experiments show that directly supervising atten-
tion masks with human attention fails to yield improvements
(UpDn+Attn. Align in Tab. 1).
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R2 (#i%43 strong reject) : ERHITETXEHEHLIFRRE  REERE LIRS
(FERISREE : o) EtERAFIREXFRIEE b) 5 T NESBRIFTETICEGE

R2 (L2453 strong reject) : XLERETERIERA , FOAS/IMEXN T ERRRIX L A,

EERACKHIS : R2 FIHTNERRAAME" , Bt RERSEHISXAITTF IR, FIIEFR~ 2B , TH
ER2HARRMMEAIERRSIFX—E , FITRIANEH " NESEREF , ZTRIE". REERN REFEESI ST
57k, (BREKREENE" | XBEIFEFE , RA—LapRaz&d. flal , 5583-891THIRBT R LIER1MER
2PEREER, B, BEtFEESUFHEERIEREHMIRNER. SRS | BINRAFENRENRHE
RERA S RYSE NRTBIL,

ACRIRGE : RER2ENGERUERS | BFRMACAARANCRRZMIE, ASHRLEHNEN 7 FLIRITHERRID

0E R TEAREEENME. RILREENCNESERY , ACHILERTRAS. ACGH—SARIESE..... Bt , R2AY
IFEENHTEFH.

....... REWHEREWAZAGE , AGAREXFTEEBEBRNERMEE | FEEBRSEMER , FRIENERZIZIEX

1 strong reject, 1 weak reject, 1 borderline reject -> accept as poster
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